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We investigate single DNA stretching dynamics in a de-wetting flow over

micropillars using Brownian dynamics simulation. The Brownian dynamics

simulation is coupled with transient flow field computation through a numerical

particle tracking algorithm. The droplet formation on the top of the micropillar

during the de-wetting process creates a flow pattern that allows DNA to stretch

across the micropillars. It is found that DNA nanowire forms if DNA molecules

could extend across the stagnation point inside the connecting water filament before

its breakup. It also shows that DNA locates closer to the top wall of the micropillar

has higher chance to enter the flow pattern of droplet formation and thus has higher

chance to be stretched across the micropillars. Our simulation tool has the potential

to become a design tool for DNA manipulation in complex biomicrofluidic devices.
VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4807462]

I. INTRODUCTION

To understand the interplay between the flow and large molecules in complex hydrody-

namic or electrokinetic systems is important for the design of many polymer and biological

processes. Due to the ability to directly visualize individual DNA molecule via fluorescent

staining, the single molecular dynamics in micro/nano-fluidic flows has been studied inten-

sively in the past decades.1,2 DNA stretching is one of the main topics in studying the inter-

play between DNA and flow field. At the equilibrium state, large DNA molecule such as

k-DNA (48.5 kbp) adopts the convoluted conformation because of entropic elasticity. In order

to carry out biological analyses (e.g., gene sequencing or mapping) or use DNA molecules as

a building element for bottom-up nanofabrication, stretching or linearization of DNA is a pre-

requisite process. Basically, the DNA linearization could be classified into four categories

depending on the stretching approach and mechanism:3 dynamic stretching, DNA anchoring,

confinement, and molecular combing. Dynamic stretching utilizes the dynamic field or field

gradient to unravel the DNA molecule in free solution and polymer-enhanced or porous me-

dium. The field could be electric (DC and AC),3–10 hydrodynamic,2,11–14 or combination of

both.15 DNA anchoring stretches tethered DNA by using external forces.1,16,17 DNA can also

be linearized in a confined space with at least one of the dimensions smaller than DNA persist-

ence length.18–20 Molecular combing utilizes the moving meniscus to stretch and immobilize

DNA on the substrate.21,22 Among these approaches, molecular combing has the potential of

permanently stretching the DNA without any sophisticated tools and fabrications.
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Molecular combing can be carried out by dipping, spinning, or air-blowing.23 However, the

application of this technique is limited by the poor control over the stretching pattern. To over-

come this problem, a modified combing strategy was developed in our laboratory to generate

highly ordered DNA nanostrands on micropatterned surfaces through a de-wetting process.24,25

This strategy was also used to produce various nanochannel arrays where the pattern of

stretched DNA nanostrands across the micropillar array was used as a precursor to imprint an

array of microwell-nanochannel-microwell.26 This facile nanochannel fabrication technique is

therefore called DNA combing and imprinting (DCI). We have demonstrated that this simple

DCI technique can be applied to fabricate a novel nanochannel electroporation (NEP) device to

realize dosage controlled gene, drug, and nanoparticle delivery into individual cells.27

To better understand the mechanism of this approach, we used numerical simulations to

study the detailed de-wetting flow patterns over micropillar arrays.28 It was hypothesized that

the droplet formation on top of the micropillar after de-wetting creates the flow pattern needed

for the stretching of DNA molecules. The effect of the initial micropillar dipping depth was

also investigated. Under the over-dipping condition, there would be no droplet formation and

we thus assumed no DNA nanostrand was formed. In this study, we use Brownian dynamics

(BD) simulation coupled with computational fluid dynamics (CFD) to model the DNA stretch-

ing dynamics in the de-wetting flow over micropillars to verify the hypotheses raised in our

previous study. The integration of BD simulation with flow/electrical field computation has

been carried out to study DNA dynamics in hydrodynamic and electrokinetic flows.3,5,7,29–32

However, previous studies only focused on 2-D and static/steady-state fields. In this study, we

develop a BD-CFD simulation technique for DNA in complex transient physical systems. We

apply this technique to study bead-spring modeled DNA molecules in a 3-D transient two-

phase flow with complex and dynamic fluid domain. BD simulation is fully integrated with

CFD computation so that both DNA and flow dynamics are solved simultaneously. We first

study the detailed de-wetting flow pattern by showing both velocity and pressure fields. Then,

DNA stretching and immobilization dynamics are investigated through its interplay with the

flow field.

II. SIMULATION METHODS

Typically, simulation of DNA stretching in the receding meniscus flow can be divided into

two parts. One is the fluid dynamics computation of the de-wetting two-phase free surface flow,

while the other is the DNA molecule stretching dynamics. In the experiments, the DNA nano-

strands are composed of multiple stretched DNA molecules.25 In this study, we focus on how

the individual DNA molecule is stretched in the de-wetting flow. The effect of multi-chain

interactions is not considered in the numerical model and is beyond the scope of this study. We

assume that the dilute DNA solution behaves as pure water.

In the experiment, the size of the PDMS stamp is in the order of 1 cm � 1 cm.25 However,

the affordable size of computational domain is limited to �0.1 mm. Therefore, only a small sec-

tion of the experimental setup is modeled in the simulation. The de-wetting of the DNA solu-

tion between the PDMS stamp and the glass substrate is generated by peeling off the PDMS

stamp rotationally. Therefore, the peel-off motion is basically a combination of rotation and

translation in the computational domain. In our previous study, the de-wetting generated by

pure rotation was investigated.15 Here, we validate the flow pattern by pure translation.

Our simulation setup is depicted in Fig. 1(a) with meshed boundaries. In the simulation,

the de-wetting is generated by the upward moving of the top flat surface. From the front side

view, two side boundaries (transparent) are symmetric. With a constant pressure on the front

side and a symmetric condition on the back side, the air would flow in from the front side and

cause the water to recede backward. The coordinate is set such that the de-wetting is along the

x-direction and the top surface moves in the z-direction as shown in Fig. 1(a). The diameter,

height, and center to center distance of the micropillar are 7, 3.5, and 8.3 lm, respectively.25

Initially, the distance between the top surface and the pillar top is the same as the pillar height.

The water is filled in the space between the top surface and the interface and a layer of air exits
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between the interface and the bottom surface as schematically described in Fig. 1(b). A parame-

ter hw is defined that specifies the initial dipping depth of the micropillar. The top surface

moves upward with a speed of utop to start the de-wetting process. Fig. 1(c) shows the scanning

electron microscopy (SEM) picture of the stretched DNA nanostrands across the micropillars

with salt crystals formed on the top of the micropillars. We use the simulation to understand

why and how the DNA is stretched, which cannot be observed experimentally.

A. Two-phase flow computation

The computation of free surface flows is one of the main topics in CFD since they

are involved in many engineering problems such as coating, fluidization, and spray

atomization.33–35 At the interface of two fluids, surface tension exists as a result of uneven

molecular forces. The prediction of the interface evolution and the treatment of the interface

conditions have been a challenging task for numerical simulation. Most existing numerical

methods for interfacial flows fall into two main categories: body-fitted grid (front-capturing)

and fixed grid (front-tracking) approaches. In the body-fitted grid method, the interface is the

boundary that separates different immiscible fluids and coincides with the mesh side. The gov-

erning equations for each phase are solved separately and the interfacial forces are imposed

directly on the phase boundary. In order to follow the evolution of the interfacial profile, the

computational domain must be re-mapped at every time step. In general, the body-fitted grid

approach is more accurate, but it is more time-consuming and is difficult to handle severe dis-

tortions and complex topological changes. On the other hand, in the fixed grid method, an addi-

tional continuous field variable instead of a real boundary is used to identify the interface. This

field variable is usually called color function c defining the fraction of volume in each discre-

tized element of one phase, which adopts the concept of volume of fluid (VOF) method.36 The

color function is transported convectively in the computational domain. For a two-phase (water/

air) flow, only one color function is required. For example, by setting the water as the refer-

ence, c ¼ 1 represents the water domain, c ¼ 0 represents the air domain, and the free surface

is defined as the contour of c ¼ 0:5. The advantage of front-tracking is that a fixed mesh can

be used without frequent updates of the mesh with the deformation of interface. Intrinsically,

FIG. 1. (a) The geometrical setup of the CFD computation with meshed boundaries. (b) The schematic diagram defining

the micropillar dipping depth hw. (c) The SEM picture of stretched DNA over micropillars and salt crystals on micropillars.
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the interface is not the explicit boundary in this approach. Thus, how to impose the boundary

conditions at the interface is an issue. This issue could be solved by using a continuum surface

force (CSF) model proposed by Brackbill et al.37 The CSF model interprets the surface force as

a continuous body force in the domain rather a boundary condition at the interface. The combi-

nation of the CSF model and VOF method provides an affordable approach to simulate interfa-

cial flows involving surface tension and complex topological changes. Here, we use this

approach to simulate the de-wetting free surface flow.

By assuming constant physical properties, the conservative form of governing equations of

an incompressible Newtonian free surface flow can be expressed asð
S

qðu� uSÞ � ndS ¼ 0; (1)

@

@t

ð
V

qudV þ
ð

S

ðquÞðu� uSÞ � ndS ¼
ð

S

ðf � nÞdS; (2)

where the control volume V is bounded by a closed surface S with outward normal vector n, u

is flow velocity, uS is the surface velocity of S, q is density, t is time, and f is the external force

acting on S that can be expressed as

fi ¼ g
@ui

@xj
þ @uj

@xi

� �
ej þ pei þ f r

i ; (3)

where g the dynamic viscosity, ui and xi the velocity and coordinate component in the direction

of unit vector ei of the Cartesian coordinate system, p the pressure, and f r
i the surface tension

component in the direction of ei. Using the CSF and VOF models, f r
i is determined by

fr ¼ �r r � rc

jrcj

� �� �
rc; (4)

where r denotes the surface tension and the color function c is governed by

@

@t

ð
V

cdV þ
ð

S

cðu� uSÞ � ndS ¼ 0: (5)

We choose the water phase as the reference and the physical properties can be expressed as

q ¼ cqw þ ð1� cÞqa; (6a)

g ¼ cgw þ ð1� cÞga; (6b)

where subscripts w and a represent water and air in the computational domain. We use the fluid

properties at 20 �C and contact angles on top (glass) and bottom (PDMS) are 34.3� and 112�,
respectively.28

The governing equations are solved using commercial CFD code FLUNET (ANSYS Inc.)

based on the finite volume method. The Euler implicit scheme is used for the time marching,

the SIMPLE algorithm is adopted for pressure-velocity coupling, and the convective term is

interpolated by first-order upwind scheme.38 The Euler explicit with geometric reconstruction is

used for the color function calculation.39

B. Brownian dynamics simulation

We use the BD simulation with the bead-spring model for a DNA molecule to investigate

the individual DNA stretching dynamics. In this study, the DNA chain with a contour length

L¼ 20 lm is simulated, which corresponds to the YOYO-1 labeled k-DNA molecule used in
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the experiments.24,25 The DNA is modeled by N beads connected with N-1 springs. The force

balance for the i-th bead could be expressed as

dri

dt
¼ uðriÞ þ

1

n
ðFspring;b

i þ FBrownian
i þ Fmeniscus

i þ Fwall
i Þ; (7)

where n is the drag coefficient of a bead, ri is the position of the i-th bead, uðriÞ is the velocity

field, F
spring;b
i is the total spring force acted at the bead, FBrownian

i is the Brownian force,

Fmeniscus
i is the meniscus force, and Fwall

i denotes the bead-wall interaction. The meniscus force

is used to model the surface tension force exerted on the DNA molecule when the DNA is

close to the interface. In our approach of simulating the two-phase flow, the meniscus force

could be expressed as

Fmeniscus
i ¼ rpd cos h

rcðriÞ
jrcðriÞj

¼ rpd cos hti; (8)

where r is the surface tension and d ¼ n=3pg the diameter of the bead, h the meniscus contact

angle on the bead, and rcðriÞ is the gradient of the color function at ri. We also define the

unit vector along rcðriÞ as ti. Due to the hydrophilic surface of DNA molecule, we simply use

h ¼ 0o in this study.

When it comes to the dynamic properties of single macromolecule such as DNA, the influ-

ence of intra-molecule hydrodynamic interactions (HI) is always a concern. Here, our modeled

DNA is k-DNA with contour length about 20 lm. At this molecule weight and contour length,

it shows that the dynamics difference between the HI and free draining (FD) models is negligi-

ble40,41 and FD model can well capture the coil-stretch transition dynamics in both extensional

and shear flows.42–44 HI effect starts to play a role when the contour length is longer than

100 lm.45 Therefore, we assume that the hydrodynamic interactions could be ignored in our

simulations.

To carry out the simulation, we non-dimensionalize Eq. (7) by introducing dimensionless

parameters

r̂ ¼ r

‘
; t̂ ¼ t

n‘2=kBT
; û ¼ u

utop
; F̂ r̂ð Þ¼ FðrÞ

kBT=‘
; (9)

where ‘ ¼
ffiffiffiffiffiffiffiffiffi
NK;S

p
bK is the root-mean-square spring length, NK;S is the number of Kuhn steps

(bK) in one spring, and kBT the thermal energy. Accordingly, the dimensionless force balance

equation becomes

dr̂i

dt
¼ Peûðr̂iÞ þ F̂

spring;b

i þ F̂
Brownian

i þ F̂
meniscus

i þ F̂
wall

i ; (10)

where Pe ¼ utop‘=D is the bead Peclect number, D ¼ kBT=n is the diffusivity of the bead.

F̂
Brownian

i ¼
ffiffiffiffiffiffiffiffiffiffi
6=Dt̂

p
ni where ni is a vector with its components uniformly distributed between

�1 and 1 and F̂
meniscus

i ¼ ðr‘=3gDÞti. The worm-like chain force law46 is used to determine the

spring force between bead i and i þ 1, denoted as f̂
spring

i;iþ1 ,

f̂
spring

i;iþ1 ¼ #
1

2

1

kið1� kiÞ2
� 1

2ki

þ 2

( )
ðr̂iþ1 � r̂iÞ; (11)

where # ¼ bK=ð2kef f
p Þ, kef f

p the effective persistence length, and ki ¼ jr̂iþ1 � r̂ij=
ffiffiffiffiffiffiffiffiffi
NK;S

p
. For the

stained k-DNA, the persistence length is kp¼ 0.066 lm.47 In the simulation, a higher effective

persistence length kef f
p is used in order to compensate the artificial effect of using multiple

beads. To simulate labeled k-DNA in an extension flow, Larson et al. used kef f
p ¼ 0.075, 0.082,
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and 0.096 lm for number of beads N¼ 5, 10, and 20, respectively.42 An empirical relationship

could be concluded based on their parameters48

kef f
p ¼ 0:0014� N þ 0:068 ðlmÞ: (12)

To better describe the DNA conformation change, we use N¼ 51 beads in this study and there-

fore kef f
p is increased to be 0.139 lm that makes # � 0:5.

The bead-wall interaction is modeled by the modified Heyes-Melrose algorithm where the

bead is re-positioned to the nearest wall whenever the bead penetrates through the wall.49,50 It

can be expressed mathematically as50

Dr̂
HM
i ¼ DpiHðDpiÞ; (13)

where Dr̂
HM
i is the displacement vector for the penetrated bead, Dpi is the vector from the

penetrated bead to the nearest wall, Dpi is the magnitude of Dpi, and H denotes the Heaviside

step function that is only a unit value for penetrated beads. The bead is allowed to penetrate

into the air in the simulation. When this happens, theoretically the bead drag coefficient should

be modified accordingly. However, due to the viscosity difference between the water and air,

we simply set Pe ¼ 0 in Eq. (10) when the bead is in the air.

We use the explicit Euler’s method to integrate Eq. (10) to perform BD simulations. In the

bulk condition, the simulated radius of gyration is 0.65 6 0.05 lm, which is close to the experi-

mental value of 0.69 lm.51 We also determine the longest relaxation time of DNA by fitting the

time evolution of ensemble averaged mean square end-to-end distance of an initially stretched

DNA chain at static condition to an exponential function

hR̂eeðt̂Þ2i ¼ A expð�t̂=ŝlongÞ þ hR̂eeðt̂Þ2i0; (14)

where hR̂eeðt̂Þ2i is the dimensionless end-to-end distance of the chain, hi means the ensemble

average, hR̂eeðt̂Þ2i0 is the equilibrium value of hR̂eeðt̂Þ2i, A is a fitting parameters, and ŝlong is

the dimensionless longest relaxation time. Our relaxation simulation starts with a stretched linear

chain with 0.8 extension ratio. Equation (14) is used to fit the simulated hR̂eeðt̂Þ2i curve when

the end-to-end distance Reeðt̂Þ is less than 30% of its contour length. The dimensionless relaxa-

tion time is 32.01 from 100 dependent runs, which agrees with the value in the literature.52

C. Integration of BD and CFD

When carrying out the BD simulation for DNA dynamics, DNA beads need to be tracked

in the discretized computational fluid domain so that the flow properties at bead coordinates

could be interpolated. The DNA tracking is implemented by a particle localization-algorithm

that is illustrated in Fig. 2, where the target point Q is tracked from the reference point P as

shown in Fig. 2(a). To track point Q from point P, we follow the tracking vector rQ � rP and

keep tracking the interaction points on the mesh boundaries between points P and Q until we

reach the control volume where point Q locates. The searching of the intersection point is fur-

ther illustrated in Fig. 2(b).

If we let d ¼ jjrQ � rPjj and t ¼ ðrQ � rPÞ=d, the possible intersection points will be on

boundaries for which t � n > 0, where d is the distance between P and Q, t is the unit vector

along the tracking direction, and n is the outward unit normal of the boundary. In this illustra-

tion, there are two possible first intersection points on the boundaries of the control volume

v1 as shown in Fig. 2(b): I1 and I2. The real intersection point is the one having the smallest

distance from point P. The distance between the intersection point and point P could be deter-

mined in the procedure as follows.

First, any point on the tracking line can be expressed parametrically as

rðaÞ ¼ rP þ at; (15)
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where a is the parameter that specifies the distance measured from rP. Then, the intersection

point should satisfy

ðr� rCÞ � n ¼ 0; (16)

where rC is the centroid of the boundary. Substituting Eq. (15) into Eq. (16) gives the distance

aI between the intersection points rI and rP as

aI ¼
ðrC � rPÞ � n

t � n : (17)

Once the intersection point (I2) is decided, the control volume (v2) adjacent to the intersected

boundary could be determined based on the meshing connectivity. Then the particle tracking

could be continued by replacing the reference point P by the intersection point I2 and the refer-

ence control volume v1 by v2. Finally, the tracking ends when the control volume where the

target point locates is determined.

The coupling between the fluid dynamics and DNA dynamics is one-way coupled based on

the assumption that the motion of the DNA molecule will not affect the flow. The simulation

procedure is summarized as follows:

1. Given the flow field ðu0; c0Þ and locations of DNA beads riðt0Þ at the current time level, t0.

2. Track DNA beads riðt0Þ in the discretized computational domain at time level, t0.

3. Interpolate u0ðriðt0ÞÞ and rc0ðriðt0ÞÞ at bead locations.

4. Based on u0ðriðt0ÞÞ and rc0ðriðt0ÞÞ, solve Eq. (10) to update the DNA bead locations at the

next time level, t ¼ t0 þ Dt.
5. Solve Eqs. (1)–(6) to find the flow field ðu; cÞ at the next time level, t ¼ t0 þ Dt.
6. Stop the computation if the prescribed time limit has been reached. Otherwise, set t0 ¼ t and

ðu; cÞ ¼ ðu0; c0Þ, then return to step 2 and repeat the computation.

The integration of BD simulation and FLUENT CFD computation is realized by the use of

the user-defined functions of FLUENT. We perform all of our simulation on a desktop workstation

with an Intel
VR

Xeon X5493 processor. The typical run time for studying both the flow and

DNA stretching dynamics is about 5–10 h in a FLUENT serial solver.

III. RESULTS AND DISCUSSIONS

A. De-wetting flow pattern over micropillars

We first identify the conditions of proper and over-dipping in our fluidic system where the

de-wetting is generated by pure translational motion of the top surface. We study the effect of

FIG. 2. Illustration of the particle tracking algorithm. (a) P is the reference point located in the control volume v1 and Q is

the tracking point located in the control volume v3. (b) I1 and I2 are possible interaction points of the tracking vector PQ
�!

with the boundaries of v1. n1 to n4 are normal vectors on the boundaries.
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the initial micropillar dipping depth in the simulation. Fig. 3 shows the volume of formed drop-

let on top of the first micropillar at various initial micropillar dipping depths hw when utop ¼ 1

m/s. We carry out simulations for hw from 0.1 toward 3.5 lm which is the height of the micro-

pillar. Higher hw corresponds to a higher degree of dipping of the micropillar into the water.

For simplicity, only the volume of the droplet on the first pillar Vd is calculated. When hw is

increased, Vd first maintains a constant value about 18 lm3. Its value increases to about 23 lm3

when hw> 2 lm. Then the value of Vd drops largely when hw is higher than 2.5 lm. Therefore,

we define a critical value of hw,critical as 2.5 lm in this study. Above this value, there would be

no formation of DNA nanostrands across the micropillars. Thus, we identify the situation of hw

< 2.5 lm as “proper-dipping” while hw > 2.5 lm as “over-dipping.” Fig. 4 shows the examples

of proper-dipping (hw¼ 2 lm) and over-dipping (hw¼ 3 lm) where the time evolution of free

surface profile is plotted. Under proper-dipping, we see the formation of droplets on the top of

micropillars in Fig. 4(a). Under the over-dipping, the flow pattern changes and there is no for-

mation of droplet. Since higher hw, thicker the initial water layer. Therefore, more water could

be embraced into the forming droplet when hw> 2 lm. However, when hw is too large, the

receding meniscus is able to touch the bottom floor surface during the de-wetting. The water

does not simply retreat over the micropillar and form the droplet. In this situation, the air would

be trapped by water and forms the bubble, for example, the one between the second and

third pillar in Fig. 4(b). Our simulation result agrees with the experimental process where no

DNA nanowires were found when the micropillar stamp was pressed on the solution before the

peel-off.28

The detailed flow fields of a proper-dipping condition (hw¼ 0.1 lm) are presented in

Fig. 5. Five time series of simulated free surface profiles along with velocity vectors and

dynamic pressure contours during water de-wetting over the micropillars are depicted. The

reference vector is 5 m/s and the scale bar of the dynamic pressure is listed on the right. The

dynamic pressure is the pressure associated with the flow motion. The flow-in of air from

the left resulting from the upward motion of the top glass substrate pushes the water backward

and creates a concave free surface profile in Fig. 5(a). The impingement of the air on the water

generates a relatively high pressure zone around the vertex of the concave profile as could be

seen in Fig. 5(b). Then the water starts to form a droplet on the top of the first micropillar and

there is a water bridge connecting the forming droplet and the rest of the retreating water in

Fig. 5(c). At this moment, the forming droplet is about to detach from the main stream and the

FIG. 3. The formed droplet volume on the top of the first micropillar after the retreat of water under different initial

micropillar dipping depths in the simulation at utop ¼ 1 m/s.
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water filament created between the detaching droplet and the rest of receding water acts like a

neck. Interestingly, there is a localized high pressure region generated at the water neck which

directly explains the velocity vectors in opposite directions induced across the water filament.

Thus, there is a stagnation point existing inside the water filament. This flow pattern is similar

to the stagnation flow in a cross-slot that has been used to study single DNA coil-stretch transi-

tion dynamics.2,4 The stagnation flow will shrink the water neck and eventually cause the

breakup or pinch-off of the water filament shown at the next frame, Fig. 5(d). Right after the

pinch-off, some water in the water filament will incorporate into the forming droplet and there

is a residual inertia forcing the droplet moving to the left. The droplet will finally settle down

on the top of the first pillar and the dynamic pressure on the whole droplet becomes isobaric as

shown in Fig. 5(e). Since the water will flow downstream through the connecting water bridge

during the droplet formation, the time of breakup will determine the final droplet volume.

We find that the breakup time reduces when hw> 2 lm. This could also explain why there is a

volume jump in Fig. 3.

B. DNA stretching dynamics

We then integrate the BD simulation with CFD computation to study the interplay between

the DNA and the flow. Fig. 6 shows the time series of DNA dynamics in the described

FIG. 4. Time series of free surface profile of (a) proper-dipping (hw ¼ 2 lm) and (b) over-dipping (hw ¼ 3 lm) at utop ¼ 1 m/s.
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de-wetting flow. The simulated free surface profiles and conformations of five DNA molecules

are presented. Five DNA chains marked in colors of blue (B), green (G), purple (P), red (R),

and yellow (Y) initially locate above on the top of left micropillar in Fig. 6(a). The initial

DNA conformations are obtained by running the random walk for a period of relaxation time

from randomly generated conformations. Due to the flow and velocity gradients, DNAs start to

move with the fluid and deform. Compared to other DNA molecules, the purple DNA locates

further away from the micropillar top wall. Because of the no-slip boundary condition on the

wall, other four DNAs experience a lower flow velocity but a higher velocity gradient. Thus,

the purple DNA moves further, while the other four begin to unravel as seen in Fig. 6(b). In

Fig. 6(c), the droplet is forming on the top of the left pillar and the water neck develops. At

this moment, the yellow DNA catches up with the green one and moves into the water neck.

The red and green DNAs stretch further and reach the water neck region, while the blue DNA

stays inside the forming droplet.

When the droplet develops further, the water neck shrinks as shown in Fig. 6(d). The

yellow DNA is squeezed out during the shrinkage of the water neck. It slips over and rotates

counterclockwise along the concave free surface profile and catches up with the purple DNA.

The green DNA is stretched across the micropillars inside the water neck. The red DNA heads

to the smallest section of the water neck with its tail trailed by the forming droplet. The blue

DNA inside the forming droplet recoils back slightly. At the next stage, the water neck is about

FIG. 5. The time series of the flow field for hw ¼ 0:1 lm and utop ¼ 1 m/s. The velocity vectors and dynamic pressure con-

tours at the de-wetting free surface are plotted.

034103-10 Liao et al. Biomicrofluidics 7, 034103 (2013)



to break up in Fig. 6(d). As depicted in Fig. 5(c), the flows in opposite directions are generated

along the water neck. This flow pattern pushes the red DNA back to the forming droplet if we

compare its locations in Figs. 6(d) and 6(e). Meanwhile, the green DNA still stays inside the

water neck since it extends across the water neck. Clearly, the dynamics of each DNA is very

different. In the beginning, all DNAs migrate from top of the left pillar. After their interplays

with the flow field, the yellow and purple ones move forward with the fluid, the blue and red

ones are trapped in the forming droplet, while the green one is stretched across two micropillars

inside the shrinking water neck. Once the water neck is pinched off, the stretched green DNA

strand is immobilized across the two micropillars as shown in Fig. 6(f).

Finally, Fig. 6(g) shows the dynamics of DNA and the flow after another droplet is formed

on the top of the next micropillar. In addition, the center-of-mass trajectory of each DNA from

its initial location is plotted. The yellow and purple DNAs avoid the trapping and migrate

much longer distances than the other three DNAs. Reversed trajectories are found for the blue

FIG. 6. The time series of DNA dynamics in the de-wetting flow (hw ¼ 0:1 lm and utop ¼ 1 m/s). (a)-(f) Five instantaneous

DNA conformations in yellow (Y), blue (B), red (R), green (G), and purple (P). (g) Instantaneous DNA conformations after

the formation of the second droplet along with DNA center-of-mass trajectories starting from (a).
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and red DNAs, while the trajectory of the green DNA ends at the gap between two micropillars

due to stretching. In reality, the formed droplet will evaporate and the DNA molecules and

other solutes trapped inside the droplet will form condensed dot-like microstructures as shown

in Fig. 1(c). In addition, the portion of green DNA inside the droplet would be unwound

because of the movement of the meniscus in evaporation and would attach onto the wall. We

also summarize temporal profiles of chain extension Lexten for these five DNAs in Fig. 7.

Clearly, the purple DNA has smallest extension because it simply migrates with the flow.

Compared to red, blue, and green ones, the yellow DNA has delayed extension. It starts to

extend when getting into the water neck region as shown in Fig. 6(c). Once it slides over the

shrinking water neck, it recoils back. Initially, the red and blue DNAs have similar extension

profiles until t¼ 1.8 ls. After that moment, the blue DNA cannot extend further due to being

trapped in the forming droplet. On the other hand, the red DNA extends further until t¼ 2.2 ls.

Then, the flows in opposite directions form and it is pushed back to the forming droplet. The

green DNA is the one that can extend further even after the formation of flows in opposite

directions since it moves across the whole water filament. The slight drop of extension before

the breakup is caused by the chain recoiling inside the droplet. When the next droplet starts to

form, the green DNA is stretched further.

Fig. 8 highlights the DNA stretching dynamics using the stretched green DNA in Fig. 6 as

the model. The DNA configurations are marked by different symbols using square, circle, delta,

and diamond from top to bottom as emphasized on the top-right corner of each frame in

Fig. 8(a). For simplicity, we call the time series of the DNA stretching process in Fig. 8(a)

stage 1 to stage 4. Accordingly, the flow velocity along the x-component velocity ux (the de-

wetting direction) and its gradient with respect to the x-coordinate @ux=@x at DNA beads are

marked using the same symbols as plotted in Figs. 8(b) and 8(c) along with bead x-coordinates.

From the velocity profiles in Fig. 8(b), we understand that the forming droplet tries to seize the

trail of the DNA. The flow is nearly static when it is close to the central area of the forming

droplet. At stages 1 and 2, the DNA only experiences flows in the positive x-direction. The

increase of the flow from stage 1 to 2 is caused by the decrease of the cross section area of

water. On the other hand, the velocity profiles at stages 3 and 4 are characterized by the

V-shaped velocity profiles. The velocity profiles bounce back at around x ¼ 8:7 lm. They are

across ux ¼ 0 approximately at x ¼ 9:5 lm where the flow changes direction, which is exactly

FIG. 7. Temporal profiles of chain extension for five DNAs shown in Fig. 6.
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the location of the stagnation point. Thus, the stagnation point could be seen as a flow divider.

To the left, the water moves to the left; to the right, the water moves to the right. As a result,

the water filament will eventually be pinched off. The closer to the pinch-off point, the higher

the speed of the velocity is. Fig. 8(c) shows the corresponding velocity gradients. The value of

the velocity gradient can generally be linked to the meniscus profile in this study. The concave

meniscus profile of the water neck contributes to the positive velocity gradient while the convex

meniscus profile of the forming droplet contributes to the negative velocity gradient. In addi-

tion, the magnitude of the velocity gradient is proportional to the curvature of the free surface

profile. The positive velocity gradients are able to stretch DNA chains as we see in Fig. 8(a).

The localized positive velocity gradients at stages 3 and 4 force the DNA to be straightened out

across the micropillars.

From previous results, we know that the flow pattern of droplet formation allows the DNA

molecule to be anchored by the forming droplet and be stretched inside the shrinking water fila-

ment. However, as we find in Fig. 6 only one out of five DNA molecules could be stretched.

The yellow, red, and green DNAs have the chance to reach the forming water neck as shown

in Fig. 6(c). However, only the green DNA could be stretched in the flow and its interplay with

the flow field is further investigated in Fig. 8. On the other hand, the yellow DNA migrates

through the shrinking water filament in Fig. 6(d), while the red one is able to stay further inside

the water filament. However, the red one does not reach the right-hand side of the stagnation

FIG. 8. The interplay between the flow and the stretching DNA (hw ¼ 0:1 lm and utop ¼ 1 m/s). (a) Free surface profiles

and DNA instantaneous configurations at four specific moments. DNA conformations are marked by square (w), circle (�),

diamond (�), and delta (D). (b) Extracted x-component flow velocities at DNA beads versus bead x-coordinates. (c)

Extracted x-component velocity gradients in the x-direction versus bead x-coordinates.
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point and is pushed back to the droplet after the breakup of the water filament. We also study

the effect of initial DNA conformation by assign different DNAs at the same center-of-mass

location of the green DNA in Fig. 6. However, we do not find that the correlation between the

initial configuration and combing. For one DNA to be stretched in current dynamic de-wetting

flow, it has to enter the water filament at a right moment with a proper position in order to be

stretched. We therefore carry out a parametric study to understand which initial location of

DNA has a higher chance to be stretched.

We generate five layers of DNA molecule where each layer is marked by the same color

in gray scale. The layers are named based on their color and order by black-1 (B-1), gray-2

(G-2), white-3 (W-3), black-4 (B-4), and gray-5 (G-5) from bottom to top as shown in

Fig. 9(a). In this case, another proper-dipping condition is used where hw ¼ 2:0 lm. The cen-

ter-of-mass of DNA in each layer is located at the plane of z ¼ constant. The distance

between each layer is 0.5 lm, which is also the distance between the bottom B-1 layer and

the top surface of the pillar. In each layer, 36 DNA molecules are assigned. Again, we do not

consider the chain interaction in this parametric study. Thus, the simulation result presented

in Fig. 9 is the superposition of multiple 180 chains. From Figs. 9(b)–9(d), we see how these

five layers of DNA interact with the flow. Clearly, DNAs from B-1, G-2, and G-5 experience

a higher degree of deformation than DNAs in W-3 and B-4. Among these DNAs, only B-1

DNAs have the chance to be trapped into the region of the forming droplet and water neck.

As a result, B-1 DNAs have the highest degree of deformation. Due to the shear induced by

the walls, the DNA molecule distribution displays a parabolic or bullet-like profile. Since

only the B-1 DNAs get into the forming droplet region, finally only B-1 DNAs are stretched

and immobilized across the micropillars. Among 36 B-1 chains, 7 chains are stretched with 6

chains across the first and second pillar and 1 chain across the second and third pillar in

Fig. 9(f). For the DNA to be stretched, it has to be embraced by the forming droplet.

Therefore, the closer the DNA chain is to the top of the pillar, the higher chance the DNA

has for being stretched.

FIG. 9. Time series of simulated DNA configurations (hw ¼ 2:0 lm and utop ¼ 1 m/s). Five layers of DNAs initially locate

over the first pillar from the left that are plotted in gray scale. From bottom to top, each layer is named as black-1 (B-1),

gray-2 (G-2), white-3 (W-3), black-4 (B-4), and gray-5 (G-5), respectively. In each layer, there are 36 DNA chains with a

constant z-coordinate. From the pillar top wall, each layer of DNA is assigned every 0.5 lm.

034103-14 Liao et al. Biomicrofluidics 7, 034103 (2013)



IV. CONCLUSION

We carry out Brownian dynamics simulations to study the single DNA stretching dynamics

in a de-wetting flow over a micropillar-patterned surface. The Brownian dynamics simulation is

integrated with the transient flow field computation through a particle tracking algorithm so that

DNA and fluid dynamics are computed simultaneously. The de-wetting is generated by the

translational upward motion of the top flat surface in the simulation. The effect of the initial

micropillar dipping depth on the droplet is verified in this de-wetting process. Detailed velocity

and pressure fields during the droplet formation under proper-dipping are analyzed. Through

the interplay with the flow, DNA molecules could either transport over the micropillar, be

trapped into the formed droplet, or be stretched and immobilized across micropillars. The DNA

has to migrate into the shrinking water filament and extend across the stagnation point of the

water filament before the breakup in order to form the stretched nanostrands across the micro-

pillars. Our simulation technique can be used to investigate the DNA dynamics in not only

two-phase flows52–54 but also other complex transient flows55–57 in microfluidic systems. The

computational time in this approach could be further reduced when being integrated with high

performance parallel computing. More importantly, it provides the platform for two-way

coupled direct numerical simulation due to the coupling with flow field. We expect that this

developed simulation approach has the potential to become a design tool for DNA manipulation

in complex biomicrofluidic devices.
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